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Sign Data
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Documentation and review of patient heart rate are a funda-
mental process across a myriad of clinical settings. While
historically recorded manually, bedside monitors now pro-
vide for the automated collection of such data. Despite the
availability of continuous streaming data, patients' charts
continue to reflect only a subset of this information as snap-
shots recorded throughout a hospitalization. Over the past
decade, prominent works have explored the implications of
such practices and established fundamental differences in
the alignment of discrete charted vitals and steaming data
captured by monitoring systems. Limited work has exam-
ined the temporal properties of these differences, how they
manifest, and their relation to clinical applications. The work
presented in this article addresses this disparity, providing
evidence that differences between charting techniques ex-
tend to measures of variability. Our results demonstrate
how variability manifests with respect to temporal elements
of charting timing and how it can facilitate personalized care
by contextualizing deviations in magnitude. This work also
highlights the utility of variability metrics with relation to clin-
ical measures including associations to severity scores and a
case study utilizing complex variability metrics derived from
the complete set of monitor data.
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IMPLICATIONS FOR CLINICAL PRACTICE

* The method of heart rate documentation (provider-
selected “charted” values vs computer-selected values)
should be considered when interpreting heart rate data
in the ICU.

* Heart rate documentation practices that require the
bedside provider to “select a representative value” may
diminish representation of heart rate variability.

* Changes in heart rate SD may be a more sensitive indi-
cator of patient deterioration than changes in discrete
heart rate values.

* Heart rate interpretation should be based upon data
that represent as accurate a picture of heart rate variability
as possible to optimize detection of patient deterioration.

The observation of hospitalized patients represents an inte-
gral component of their overall care. Although clinicians
may formalize these observations through a variety of sub-
jective descriptions and objective assessments, one of the
most prominent remains the collection of vital sign data.'
The documentation and review of patient vital signs are a
fundamental process across a myriad of clinical settings,
aiding in the discovery of symptoms reflective of patient de-
terioration, as well as identifying patients at risk of adverse
events.” > The information gathered by monitoring vital
signs has been long utilized for numerous other clinical tasks:
ranging from high-level objectives such as setting and moni-
toring treatment goals, or improving physician-patient com-
munication, to specific calculations of well-established early
warning scoring systems and severity score measures.” "
As personalized and precision healthcare initiatives continue
to rise, there exists a strong belief that vital sign measures
present an opportunity not only to assess conditions, but also
to improve patient care.

While historically collected and recorded in a manual fash-
1on, the advent of bedside monitors now provides for the au-
tomated collection of vital sign data, in particular that of heart
rate, where measures of stability/variability have repeatedly
been to be valuable metrics in assessing patient outcomes.'' '?
Continuous monitoring devices and telemetry systems now
link directly to a patient's electronic medical record and
can autopopulate this document. Yet, despite the continuous

CIN: Computers, Informatics, Nursing 793

Copyright © 2021 Wolters Kluwer Health, Inc. All rights reserved.


mailto:annie.j.rohan@gmail.com
http://www.cinjournal.com

8/ +AWAOANOMNBEAAAVO/FIAEIDTIASALLAIPOOAEIEAHION/AD AUMYTXOM

ADQUOINXFOHISABZIUTCY+BYNIOITWNOTZTARMHASSGHANQUE Ad [eunofuid/wod mm| speulnolj/:dny woiy pspeojumoq

€202/22/90 uo

ARTICLE

stream of data made available through these monitors; a
patient's chart often reflects only a subset of this information
with a series of heart rate snapshots recorded throughout a
hospitalization. Over the past decade, this disparity has
gained attention, with prominent works establishing differ-
ences in the magnitude and alignment between the discrete
set of charted vitals and the full steam of data captured by
monitoring systems.'* However, limited work explores the im-
plications of such differences.

The work presented in this article addresses exactly this.
Utilizing a large repository set of secondary-use clinical data
extracted from electronic medical record records from acute
care patients on telemetry, this study sets out to demonstrate
that measures of alignment in magnitude represent only one
aspect in the broader discussion around utilizing snapshots of
a patient's data, specifically illustrating how the attribute of
variability differs between two common charting sources,
manually charted values and those automatically recorded
from beside monitors. In doing so, we present a quantitative
framework to compare measures of alignment and variabil-
ity between patients' data throughout admission to the
ICU, highlighting implications of identified changes with re-
spect to common clinical metrics such as severity scores, and
ultimately explore the utility of utilizing the complete set of
waveform data to differentiate between mortality outcomes
of patients in the ICU.

DATA

The data utilized for this study were drawn from one of the
largest publicly available collections of clinical data for pa-
tients cared for in the ICU, the MIMIC (Multiparameter In-
telligent Monitoring in Intensive Care) database.'” The
database was populated over an 11-year period (2001-2012)
with patient records from the Beth Israel Deaconess Medical
Center, in Boston, MA. The center comprised both a 620-bed
tertiary academic medical center and a 77-bed level I trauma
center. For this work, we utilized a specialized subset of the
database comprised of patients whose clinical records have
been matched with physiologic and vital sign data (known
as waveforms) from a patient's bedside monitor. These
monitors continually record several physiologic signals, such
as patient's arterial blood pressure, respiration rate, oxygen
saturation, and heart rate. In total, the matched records pro-
vided by the MIMIC: database contained 5266 waveforms,
representing 2809 unique patients. Overall, heart rate was
well represented, with 4365 of the 5266 total waveforms pro-
ducing at least one overlapping time period for evaluation.
It is important to note that, resulting from the natural course
of care, patients may be disconnected from a monitor for an ex-
tended period, for example, to undergo procedures. As a resul,
gaps longer than 1 hour were split into two records, allowing
multiple monitor-recorded segments to be associated with
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a patient over the course of their admission. Recognizing
we cannot control for changes in patient's condition over this
time, all analyses in this work treat each waveform as a
unique instance.

A fundamental premise of this work relies on the contrast
between monitor-recorded and charted data, so it is impor-
tant to distinguish the processes by which each of these data
types is collected. While monitor data are collected as ex-
tracted directly from a patient's waveform, the process of re-
cording values in a patient's chart is somewhat more
complex. Discussions with the MIMIC team yielded a
workflow that, while heart rate data recorded into a patient's
chart are often collected by electronic monitoring systems,
they require a nurse to select the specific measurement from
the series or overwrite the value with manually collected
data. Nurses may also insert additional discrete values to
the set of monitor data. For clarity, these discreetly curated
heart rate values (whether validated, overwritten, or
inserted) will be henceforth referred to as charted values,
whereas data extracted directly from the waveform will be re-
ferred to as automatically recorded collected data.

PRELIMINARY STEPS

Creating an Analytical Framework

The ability to execute the analyses presented throughout this
work required more than an availability of data. It required
a structured framework to extract, match, and compare
charted heart rates values with those collected by monitoring
systems. However, this undertaking represented a nontrivial
exercise, as charted values can occur at nonstandardized
time points, and reoccur at nonstandard frequencies (ie,
15, 30, 45, 60+ minutes apart). As a result, to accomplish this
task, we created a representation deemed an interval that
allowed for standardized comparisons and analysis between
overlapping charted heart rate values and monitor data col-
lected over the same time period.

Interval Creation

To begin, raw heart rate values were extracted as a time se-
ries from the monitor data of a patient, functionality pro-
vided by the PhysioBank Waveform Database package.'®
Next, the values and times of charted heart rate data were
overlaid across the waveform data. While it is possible pa-
tient vitals are recorded prior to being connected to a bed-
side monitor, we focus on the timeframe for which they
overlap and thus can be directly compared.

Intervals were then created in an iterative fashion begin-
ning with the earliest charted value. For each iteration, the
subset of waveform data occurring after the current charted
value up to (and including) the next charted heart rate was
extracted. The current charting value was then updated to
represent the end point of the prior interval, and the process
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is repeated until the last charted value in the overlapping
segment 1s reached. To prevent biasing the data, any auto-
matically recorded data recorded prior to the first charted
value are discarded. Without a prior charted value to act
as a reference point, the interval would not truly capture
data between clinical evaluations and may provide a biased
measure of alignment. Thus, the first interval is extracted be-
tween the first and second charted values.

Feature Extraction

Next, each interval was utilized to create a feature vector
used for analysis. First, the charted heart rate associated with
the end time point in the interval pair was added to a vector.
Next, each interval was linked to an extensive set of features.
These included a set of clinical features, such as the patient's
length of stay in the ICU; demographic features, such as the
patient's sex and age; and derived features, such as the
elapsed time since the previous charted value (representing
the overall length of time captured by the interval). Finally,
the feature vector was associated with summary statistics cal-
culated across the subset of waveform data captured by the

A

interval. These included the mean, 25th and 75th percentile
heart rate values, and the corresponding SD.
Unfortunately, automatically recorded data are inher-
ently noisy, containing artifacts such as intermittent spikes
and flatlines that can be caused by natural phenomena, such
as hiccups or a lead falling off.!”*'® Yet, their presence has
the potential to artificially skew the data distribution and bias
analysis. As a result, each subset of waveform data underwent
outlier thresholding utilizing the median absolute deviation
(MAD)." Outlier detection was done on an interval-by-interval
basis, so as not to bias data for patients whose heart rate changed
drastically from their admission to discharge, a distinct pos-
sibility for patients admitted to ICUs. For all analyses, out-
liers are identified as those values at a threshold of £3 MAD.

Interval Example

A demonstration of interval creation is shown in Figure 1 for
a patient with six charted heart rate values overlapping the
timeframe where their heart rate was recorded by a bed-
side monitor, recorded hourly from 11:00 AM to 4:00 PM.
Figure 1A presents the raw waveform data, while Figure 1B
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FIGURE 1. Overview of interval creation process. A, Baseline data: example of an automatically recorded heart-rate waveform for a
patient's hospitalization. B, Segmentation of interval windows: each line segment represents the period of monitor data between
instances of heart rate values recorded in patient charts. C, Interval details: subplots representing derived summary statistics for each

interval extracted from the complete waveform.
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highlights the six unique interval periods between each of the
six charted heart rates. Finally, Figure 1C presents a visual
representation of a feature vector corresponding to an ex-
tracted interval. Each subplot presents a snapshot of the auto-
matically recorded data contained within each interval. The
point on the far right denotes the charted value associated
with the time interval. Although the charted value is collected
at the end of each interval, a line representing this value was
extended back across the subplot for the reader's convenience.
Overlaid on each are summary statistics including the mean
waveform heart rate and a shaded area representing 1 SD
above and below the derived mean.

Data Cleaning

Notably, data collected in EHRs (and subsequently the
MIMIC database) are not collected for analytical purposes,
but as a means to facilitate existing clinical purposes of both
care and billing. As a result, there exists a substantial amount
of noise and potential for bias associated with the data when
focused on a specific research question. Thus, to improve the
reliability of the resulting analyses, once the interval feature
vectors were extracted, an extensive set of data-cleaning
steps was performed.

Broadly, this cleaning represented four distinct steps. First,
to account for potential variability in telemetry usage and
practices between different care units, any patient whose
admission spanned more than one ICU was removed.?’
Second, to account for potential confounding effects of
variability-reducing factors, such as implanted pacemakers,
patients whose automatically recorded data produced an in-
terval with 0 variations were removed. Third, to ensure suf-
ficient data per patient for analysis, patients with the lowest
percentage of overlapping charted and waveform data were
removed; capturing those at or below the 25th percentile
(less than 17 overlapping values). Fourth, as the waveform
and charted data were matched by an automated process,
we removed patients whose two data sources differed signif-
icantly over the course of an admission, notably those whose
charted values were outside 3 SDs of their automatically re-
corded data across more than 50% of their matched values.
Additional details around this criterion can be found in the
e-supplement. It is important to note that although intended
to reduce noise and incorrect data, removing patients well

outside the norm may itself introduce bias into this analysis.
However, should the underlying data prove correct, those
patients misaligned at such a high degree for the majority
of time likely represent a fundamentally different population
outside the scope of this study. As such, the limitation of this
work to focus on typical patients (as empirically defined by
our data) presents a more rigorous and uniform study popu-
lation on which to draw conclusions.

A comprehensive review of the design decisions for each
step can be found in Supplemental Digital Content 1 (http://
links.Iww.com/CIN/A87), and for completeness, the corre-
sponding number of patients, waveform segments, and ex-
tracted intervals remaining after each of the cleaning steps
can be found in Table 1.

Data Partitioning

Prior to addressing the specifics of analysis, it is important to
remember the data are drawn across a real-world distribution
of ICU patients. As a result, we utilize a set of partitioning
criteria to help control for confounding attributes. In particu-
lar we create 96 unique partitions that capture variance across
age, sex, length of stay (as a proxy for severity), and the fre-
quency between charting intervals (as the number of data cap-
tured can influence the summary statistics). Justification for
partition criteria is provided in Supplemental Digital Content

1 (http://links.lww.com/CIN/A87).

METHODS

The analyses presented in this article examine three aspects
of variability: (1) identification of variability as a factor differ-
entiating manually charted and automatically recorded
heart rate data; (2) study of how variability can contextualize
established differences in magnitude; and (3) case studies ex-
ploring the potential clinical application using such knowl-
edge. Details of each are provided in the sections below.

Identifying and Exploring Variability as a Differentiating
Factor

The initial analyses formalize the existence of statistical differ-
ences in the variability of heart rate data captured by charted
values and those extracted from a monitor waveform. We
then explored the way such differences may arise from a bias
of charted data to reflect specific temporal periods of a waveform.

Table 1. Cohort Selection: Overview of the Resulting Data for Each Data-Cleaning Step (n = 5266 Total Waveforms)

Multiple units 2727

Variability 2308

Overlap 1947

Alignment 1906
796 CIN: Computers, Informatics, Nursing

4267 251 196
3440 179 091
2605 171911
2164 168 187
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Measures of Variability and Central Tendency

We began with a direct analysis quantifying alignment be-
tween the heart rate values recorded by each method utiliz-
ing two measures of variability (SD, range). Further, in line
with previous work, we included two measures of central
tendency (mean, median). To do so, within a single partition,
all intervals extracted from the same waveform were grouped
together, providing internal consistency within the charting of
an individual. Next, each of the four metrics was computed
across the charted and automatically recorded for each
individual.

For the charted values, heart rates associated with each
interval were used directly, while for monitor data, the mean
waveform heart rate in each interval was employed. To-
gether, these values act as repeated measures of individuals
within the partition, and for each metric, a paired ¢ test
was performed across to identify partitions where the
patient's charted and monitor data significantly differed.

Temporal Considerations
Having identified differences in variability, we next highlight
a way in which they manifest, examining how intermittent
values of monitor data relate to the value recorded in a
patient's chart. To accomplish this task, intervals were regen-
erated at far more granular level. Rather than extracting the
waveform data between the charted end points as a single
continuous stream, data were broken into segments, each
representing 10% of the time captured by the interval.
Utilizing these modified interval segments, we then iden-
tified which percentile the mean heart rate was closest to the
charted value recorded at the end of the full interval. Ulu-
mately, a y* goodness-of-fit test was performed to assess
whether the distribution of closest segments was equal
among the percentiles, or there existed a temporal bias to
charted values.

Variability as a means to Contextualize Measures of
Distance and Alignment

With the understanding that variability represents another
differentiating characteristic between charted and monitor-
recorded data, we next sought to illustrate how measures
of variability can provide deeper insights into the differences
in magnitude documented by prior comparisons of the two
data sources. The investigation of such centered around
two primary measures, distance, and alignment.

Distance

To explore variability with respect to deviations magnitude,
we first computed perhaps the most prominent comparative
measure between the two data sources: directly calculating
the distance, measured in beats per minute (BPM), between
the charted heart rate and the mean heart rate extracted

Volume 39 | Number 11

from the monitor data. The mean distance was calculated
for each interval within a distinct partition, and ultimately
a set of summary statistics was calculated as an average across
all 96 partitions. Further, as charted values can be either
above or below the monitor average, this results in a centering
of the summary statistics around an average value of 0. To
more accurately capture distance, we replicate the analysis
using the absolute difference between the two values.

Ofnote, by computing data on an interval-by-interval ba-
sis, a potential source of bias remained, as the heart rates of a
patient may be an inherent more/less difficult to chart based
on factors of their condition. Thus, depending on the num-
ber of intervals extracted, their data may skew the results
for difficult-to-chart patients. As such, we repeated the anal-
ysis, averaging the data for each patient within a partition
prior to calculating the partition average and subsequently
the overall summary statistics.

Alignment

Although distance metrics provide an objective measure of
coherence between charted and monitor vitals, we next
demonstrate how the use of variability can provide improved
context to the magnitude of these deviations. Utilizing the
SD of the interval waveform data, we were able compute
the percentage of intervals for which the charted values fall
within the bounds of 1, 2, and 3 SDs above or below the
waveform mean, helping to qualify the magnitude of the
misalignment with respect to each patient's own interinterval
variability.

Case Studies of Variability in Common Clinical
Applications

Thus far, each analysis has focused on establishing variability
as a differentiating factor between the two data sources. How-
ever, such differences do not necessitate a relevance to clinical
practice. In this final section, we provide two clear examples of
such: first, comparing the association of variability extracted
from charted data and monitor data to a patient's maximal
Sequential Organ Failure Assessment (SOFA) score; and sec-
ond, providing a case study demonstrating how monitor data
collected over the course of the patient stay can be used to de-
rive a metric to differentiate mortality outcomes of patients.

Correlational Comparison

Within our first clinical analysis, we aimed to answer the
question: Does the variability captured by charted data pro-
vide the same analytic capability as that captured by moni-
tor? To address this, we performed two correlation analyses,
between a patient's maximal SOFA score and (1) SD of heart
rates extracted from monitor data and (2) SD of the charted
HR values. Given the acute care setting of the patient popu-
lation and the likely upward bias of patient severity scores,
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cach analysis was performed utilizing the nonparametric
Spearman correlation. The SOFA score was selected as
there exists previous literature associating its magnitude to
changes in heart rate variability.?'-**

It should be noted that as this analysis utilizes a single ex-
ternal data element (maximal SOFA score) for each patient,
we must modify our partitioning criteria to ensure that the
independence of samples is maintained. As a single patient
can be split across multiple partitions, the frequency criteria
were removed, and the analysis was performed across a re-

duced set of partitions (24 vs the full 96).

The Value of Variability in Waveform Data

Continuing to evaluate the clinical implications of variabil-
ity, our final analysis provides a case study highlighting the
potential in fully utilizing measures of variability available
from the complete set of waveform data, in particular dem-
onstrating how granular measures of variability change can
differentiate the mortality of patients admitted to the ICU.

In a similar fashion to the temporal analysis, we begin by
segmenting the waveform data into 10 percentiles. However,
as we are no longer comparing charted and automatically
collected waveform data, this analysis could utilize the total
length of time captured within each waveform. Yet, the
raw heart rate data collected from monitor systems cannot
be used directly to compare individuals, as it has been well
established that demographics such as age and gender have
an effect on heart rate variability.”*** To account for this,
we moved to a derived measure of change. To do so, the
SDs of waveform data within each percentile were com-
puted. Then, the difference in consecutive percentiles was
computed to create a new temporal series, henceforth re-
ferred to as a “first-order change.” An example of the process
can be found in Figure 2A.

Unfortunately, as a result of directionality, as patients who
are successfully discharged can appear quite different under
this metric based on their admission condition. For example,
a patient may be admitted to an ICU with highly unstable
vitals, which are stabilized to normal levels over the course
of their admission prior to a successful discharge, while an-
other patient may be admitted in a comatose state with ex-
tremely low viability in their vitals, where over the course
of their stay, viability steadily increased to normal levels prior
to a successful discharge.

A (0-10%)

sD 294 232 200 1

(10-20%) (20-30%) (30-40%)

1% Order

Difference 0.62 032 0.03 0.22

2 Order
Difference o3 079 019

(40-50%)

To capture this level of detail, we move to a difference-in-
differences approach. In a similar fashion, the difference was
computed between the computed differences (first-order dif-
ferences) in the SD of consecutive percentiles, henceforth re-
ferred to as a “second-order” difference. The process is shown
in Figure 2B. Moving to the difference-in-differences ap-
proach provides a derived measure for the consistency of
increasing or decreasing variability, a particularly valu-
able clinical attribute when evaluating a patient's condi-
tion. Through this metric, a flatline indicates a steady increase
or decrease in variability between consecutive percentiles of the
patient's stay, where a value of O represents a change in var-
iability of equal value over each percentile. Thus, we postu-
lated successfully discharged patients will result in overall
lower values.

To statistically test for such a difference, we integrated ex-
amined across the series of second-order differences, com-
paring if the value for patients who were successfully
discharged differs from that of patients who die during their
hospitalization with a Kruskal-Wallis test (a nonparametric
analysis of variance). It should be noted the final percentile
(90%—100%) was excluded from the calculated integral to
protect against the potential bias introduced by end-of-life
data artifacts.

RESULTS

Results corresponding to each analysis are provided within
the respective subsections, while a broader dialogue of the
implications of these results can be found in the discussion
section to follow.

Identifying and Exploring Variability as a Differentiating
Factor

Measures of Variability and Central Tendency

Quantifying the manifestation of deviations between the two
charting methods, the aggregates (count and percentage) of
the statistically significant (P < .05) results from the paired ¢
test performed between the respective aggregate measures
between charted and automatically recorded data for each
of the 96 distinct partitions were as follows: We note only a
small percentage of partitions indicated differences between
measures of central tendency, with n = 26 (27.08%) and
n = 17 (17.71%) reaching significance for the mean and

(50-60%) (60-70%) (70-80%) (80-90%)

19 215 133 132 1.56

FIGURE 2. Demonstration of a first- and second-order difference for SD values of one interval. A, First-order differences computed
between consecutive raw SD values of each percentile. B, Second-order differences computed between consecutive pairs of

first-order differences.
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Table 2. Closest Percentile: Number of Intervals for Which the Respective Percentile of Monitor-Recorded Data Was

Closest to the Associated Charted Value

16 488 11 473 10 871 10 883

median, respectively. However, a majority of partitions dif-
fered with respect to variability measures; n = 63 (65.63%)
and n = 67 (69.79%) for SD and range, respectively.

Temporal Considerations

Looking next, we attempt to identify characteristics of inter-
vals that may result in the misalignment of charted and auto-
matically collected data. Table 2 details the percentile segment
for which the associated mean heart rate was closest to the
charted value recorded at the end of each interval. The
resulting y* goodness of fit resulted in P < .05, indicating that
the temporal position of the closest percentile was not
equally distributed across the interval segments.

Variability as a Means to Contextualize Measures of
Distance and Alignment

Distance

Table 3 provides an overview of the raw and absolute differ-
ences in heart rate values in BPM. For clarity, raw differ-
ences capture both the positive (charted values greater than
the mean heart rate calculated from the associated waveform
data) and negative (charted values less than the mean heart
rate calculated from associated interval of waveform data),
whereas the absolute difference represents the absolute dis-
tance between the two measures without regard to directionality.

Alignment

Expanding the analysis of distance to include measures of
variability, T'able 4 provides a measure of alignment indicat-
ing the average percentage of charted data that fell within 1,
2, and 3 SDs of the waveform mean.

As noted in Methods, the measure of charting alignment
shown in Table 4 is in fact an average over the partitions. To
ensure that these results are representative of the data as a
whole, we have provided Supplemental Digital Content 1
(http://links.lww.com/CIN/A87), which presents the mean
alignment for each partition with SD represented as error
bars. The stability of alignment measures at the 3 SD

11 366

12 187 13 403 15944 19 686 33 599

thresholds across all 96 partitions clearly demonstrates the
partitions' ability to provide a high level of reliability across
various confounding factors.

Case Studies of Variability in Common Clinical
Applications

Correlational Comparison

Turning next to the correlation with the SOFA severity
score, we find that the measures of variability collected from
automatically collected data may capture information not
available from the series of charted heart rates. Noting vari-
ability extracted from waveform heart rate provides a statis-
tically significant correlation across 16 of 24 partitions,
averaging a correlation value of —0.284. Such consistent cor-
relation is expected as there are known associations between
such variability and SOFA scores. However, the correlations
to the SD computed across charted heart rate values were
statistically correlated to far fewer (six) partitions, with an av-
erage correlation value of 0.22.

The Value of Variability in Waveform Data

Moving to our final analysis, an example of the raw standard
division and first- and second-order differences for three
sample partitions can be seen in Figure 3. (The complete
set of plots for all partitions can be found in Supplemental
Digital Content 1, http://links.Iww.com/CIN/A87.) With
respect to the derived metric, we find integral values for
the series of second-order differences for patients who were
successfully discharged was 8.83, whereas patients who die
averaged 11.14. This difference was found to be statistically
significant at P < .05.

DISCUSSION

The advent of continuous bedside monitoring systems has fun-
damentally changed the manner in which heart rate data are
collected and recorded. In an effort to seamlessly transition
new technology into existing clinical processes, recorded data

Table 3. Charting Difference: Difference Between Monitor-Recorded Data and Charted Heart Rate in BPM

Interval Raw difference 0.663 0.948 -1.638 0.213 0.412 0.938 4.914
Absolute difference 4.725 0.886 2.795 4.150 4.498 5.216 7.400
Patient grouped Raw difference 0.669 1.022 -1.654 0.210 0.480 1.064 4.078
Absolute difference 4.697 0.824 2.767 4.128 4.563 5.020 7.757
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Table 4. Charting Alignment: Estimation of Distance Between Monitor-Recorded Data and Charted Values When
Considering Variability of Each Interval, Computed as a Percentage of Intervals In-Range

Interval

Patient grouped

have remained largely unchanged in appearance, and patient
charts continue to reflect a series of discrete values. Utilizing
of structured mternal framework to align and compare values

1SD
2 Sb
3SD
1SD
2Sb
3SD

44.209
72.083
83.554
42.010
69.647
81.648

7.295
7.922
7.237
2.684
3.291
2.740

BT
56.471
67.161
34.554
59.919
75.480

of these charted (validated, overwritten, or inserted) heart

rate data with waveform streams, the analyses presented in
this article establish quantifiable differences in variability be-

Factor

tween the two sources. Our work then illustrates how such

knowledge can contextualize magnitude differences seen in
prior literature and highlights novel associations between vari-
ability and clinical measures of patient severity and

Raw SD Values

M, Age:50-75, LOS:1.90-3.82

F, Age:>75, LOS:1.90-3.82

40.264
66.651
79.696
40.440
67.005
79.636

43.432
72.133
84.905
41.720
69.665
81.591

M, Age:<50, LOS:>9.10

in the corresponding sections to follow.

(mean, median), capturing the alignment

46.582
76.853
87.759
43.880
(22859
83.322

Measures of Variability and Central Tendency

1st Order Difference

M, Age:50-75, LOS:1.90-3.82

F, Age:>75, LOS:1.90-3.82

M, Age:<50, LOS:>9.10

2nd Order Difference

3

M, Age:50-75, LOS:1.90-3.82

F, Age:>75, LOS:1.90-3.82

M, Age:<50, LOS:>9.10

3.0

250 LAY

2.0,

3.0

2.5]

——— Discharged -——

Deceased

77.778
95.833
100.000
49.271
77.302
89.065

mortality. A discussion of the results for each analysis, as
outlined in their respective Methods sections, can be found

Identifying and Exploring Variability as a Differentiating

We began with a comparative analysis of central tendency
of the average

FIGURE 3. Deriving metrics from waveform data: average raw SD, first- and second-order differences of deceased versus discharged
patients in three highlighted partitions. Each x tick represents 10% of the waveform data, from 0% to 90%.
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automatically recorded data and a patient's charted heart
rate within each partition. In line with prior works, our re-
sults reaffirm that there exists a misalignment in magni-
tude between the two data sources.’* ?® However, we
note that the differences in many partitions did not reach
significance. Conversely, however, with respect to mea-
sures of variability (SD and range), we find a much more
widespread occurrence of differences across the values of
the waveform data and the temporal series of charted
values. In total, over 50% partitions were found to have
statistically significant deviations across both metrics.

We believe that these results capture a phenomenon known
as smootfung. That 1s, the charted data were significantly less
likely to reflect values outside of normal physiologic parameters
compared to automatically recorded data. This expression of
such smoothing is consistent with several prior works. In their
work, Reich et al*? examined discrepancies between handwrit-
ten (manual) and computerized (automatic) anesthesia records,
noting that extreme values were rarely noted in handwritten
records. More recently, Sapo and colleagues'* examined
discrepancies between manually and automatically charted
heart rate values and the phenomenon of smoothing in a
neurocritical care. Despite overall agreement in mean heart
rate values between manual and automatic values, researchers
identified that manual data had fewer extreme values.

While there are several possible explanations for these
findings, prior work suggests it may be an artifact that prac-
titioners, within the broad parameters of physiologic truths,
avoid or prevent the documentation of abnormal values.
Work by Taenzer and colleagues® describe the existence
of consistent inflation (closer to normal physiologic parame-
ters) of manually recorded oxygen saturation values when
compared to values recorded by monitor systems.

Regardless of explanation, the effect of smoothing is none-
theless a serious one in terms of capturing variability in heart

rate values for critical care patients.””

Temporal Considerations

To better understand how the identified differences manifest
within the temporal patterns of automatically recorded and
charted values, we next identified the percentile of each
waveform in which the mean heart rate was closest to the
charted value for a given interval. A y” test indicated that
the associations were not equal across the waveform percen-
tiles, and at an observational level, it appears that there may
be a temporal bias. As the mean value of the 90th to 100th
percentile was closest to the manually charted value in al-
most twice as many cases when compared to nine earlier per-
centiles (Table 2). In turn, this further suggests charted values
may not be wholly reflective of the data captured between
charting instances, but rather reflective of a smaller subset

Volume 39 | Number 11

of patients' vital sign data at a time point close to when the
observation is taken.

Variability as a Means to Contextualize Measures of
Distance and Alignment

Distance and Alignment

Having established differences between charting methods,
our next analysis provided a clear example of how such in-
formation could better quantify their degree of alignment,
or lack of it. Drawing on the raw/absolute measures of dis-
tance from Table 3, we find that charted and automatically
recorded heart rate values differ by only a few BPMs. How-
ever, these values do not tell the whole story. Utilizing the
metrics of variability, we note for a large percentage of inter-
vals that this distance represents of 2 to 3 SDs away from the
mean of the waveform data for the same period (Table 4).
To frame this observation from a clinical perspective, al-
though these variations in BPM may not seem drastic, they
represent deviations far outside a patient's normal heart rate
for the period in question.

Case Studies of Variability in Common Clinical
Applications

Differences in variability do not merely represent an abstract
concept in the comparison between two measurement tech-
niques. Rather, these differences have implications to existing
clinical measures. Accordingly, the final component of this
article focuses on the examination of how the characteristics
of different data collection methods can impact the ability to
accurately assess the patient condition.

Correlational Comparison

Focusing first on a common risk score, we investigate the cor-
relation between a patient's maximal SOFA score and the
variability (as measured by SD) in heart rate across both
charting methods. In doing so, our results make clear mea-
sures of variability drawn from automatically collected data
to provide a stronger and far more consistent correlation ef-
fect across the set of patients partitions when compared to
the variability that can be extracted from the series of
charted data alone. This result supports the premise that in-
formation available within the subset of charted heart rates
may at its core lack either the granularity or another more
complex property necessary to capture increasingly nuanced
aspects of clinical phenomena.

It is interesting to note that the sign of the average corre-
lation value between the maximal SOFA scores for the
charted values was the inverse of that of the waveform SD.
However, such a phenomenon can be explained with an un-
derstanding of what the data represent. While the SD of the
waveform data represents the average variability for each
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interval, the measure of variability available from charted
data 1s averaged between intervals. Thus, while an increase
of intrainterval variation may have a negative relationship
to SOFA scores, interinterval variation may indicate a rise
i SOFA value. These differences again support the idea
that the data captured by each charting method may be dif-
ferent at a fundamental level.

The Value of Variability in Waveform

Our last analysis provides a case study of the clinical value in
utilizing the intermittent measures of variability available
through the complete set of waveform data. This example
focuses on a core clinical application in the recognition of pa-
tient deterioration and death.

Three studies have previously found heart rate variability
to be consistently and reproducibly altered in certain disease
states, and the degree of alteration to be prognostic of illness
severity.** 3% As such, this case study allowed for the creation
of a complex metric that could statistically differentiate mor-
tality outcomes in the ICU built off the characteristics of var-
iability uncovered in the earlier analyses. Specifically, findings
that automatically recorded data presented an improved abil-
ity to capture granular SD as well as knowledge-charted data
may capture a biased subset of data across percentiles of a
charting interval.

Of note, although we did not create an optimal predictor
of mortality (a model that would require consideration of
factors such as admission condition, procedures, medica-
tions, etc), this case study highlights the importance of under-
standing that each of the processes by which heart rates are
recorded offers its own strengths and limitations that are in-
herently present in the data they generate.

Finally, it is important to highlight that measures of vari-
ability directly extracted from waveform data were not
enough to differentiate mortality patterns among patient
groups. Rather, due to the varied reasons patients are admit-
ted to the ICU, differentiation between outcomes was
obtainable only when variability was calculated as a
difference-in-differences approach between the percentiles
of a hospitalization. The need to extend the raw variability
measures serves as an important reminder that, regardless
of technology, analytics aimed to provide information for clini-
cians requires not only the collection of frequent and detailed
heart rate data, but also insight into the clinical scenarios for
which these values are being collected and applied.

CONCLUSION

The collection, recording, and monitoring of heart rate data
are unlikely to change as an integral component of the hos-
pital care process. As technology advances, an opportunity
exists to advance the conversation around meaningful use
of technology and its role in data-driven clinical practice.

802 CIN: Computers, Informatics, Nursing

This article highlights an example of exactly this, demon-
strating how advancements in telemetry offer a means to bet-
ter understand the data we collect as part of routine patient
monitoring in acute settings and the implications of utilizing
discrete snapshots of a patient's heart rate data. With a sys-
temic evaluation, this work offers compelling evidence that
differences between discretely charted data and continuous
automatically recorded waveforms extend beyond accepted
measures of alignment and magnitude, to measures of vari-
ability. In doing so, we highlight how this temporal variabil-
ity can impact clinical processes, with respect to the association
with established risk scores, as well as the broader goal to derive
complex automated metrics in predictive scenarios.

The results presented here illustrate a clear need to pro-
vide context around the data we collect, as magnitude alone
fails to capture valuable information between charting events
as even in the variability between discrete events, it is clear
that some degree of variation remains masked. However,
the speed of comprehending a singular number rather than
a complete multthour waveform is valuable. Thus, research
such as this, identifying differentiating factors between meth-
odologies, allows the broader community a chance to con-
sider future work drawing on the strengths of each to
provide a more comprehensive view of a patient. Perhaps
then simple additional recording of SD at the time of heart
rate charting—a value that can be selected for display on
most monitors—can improve the representation of heart
rate variability between chartings.

More broadly, this work lays the foundation on which to
focus on the notion of context from which data are collected
and utilized. These additional factors can provide insights
into the existence of underlying biases. In the long term, a
richer composite can enhance our overall understanding of
the relationship between documented heart rates and a
patient's condition for practice or research, aiding in the
growing mission to understand how the multitude of data be-
coming available today can provide improvements for pa-
tient care tomorrow.
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